
Although most cancers originate from a mutated 
single cell, tumors grow and gain heterogeneous cell 
populations, so they have no common genotypic/ 
phenotypic profile. This heterogeneity is translated 

expected to be diagnosed with invasive BC with 
1

62,930 women within situ BC in the United States.  
The mortality rate due to BC is estimated to be 
42,260 deaths (41,760 women and 500 men). Sixty-
two percent of BC patients are diagnosed with a 
tumor localized in the breast whose 5-year survival 

2
rate is 99%.  However, the rate is reduced to 85% for 
those who have the cancer metastasized to the 
regional lymph nodes and it will be dramatically 
dropped to 27% if the cancer spreads to distant 

3,4organs.

Introduction
Breast cancer (BC) is one of the most prevalent 

cancer types among human populations with one out 
of eight women being reportedly affected during her 
lifetime. The increase of BC outbreak has been 
significant in the last fifty years causing the highest 
number of deaths among all cancer types. In 2019 
alone, approximately 268,600 women were 
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mortality among women worldwide. A substantial number of BC patients 
experience metastasis which in turn leads to treatment failure and death. The 
survival rate has been significantly increased due to more rapid detection and 
substantial  improvements in adjuvant therapies including newer 
chemotherapeutic and targeted agents, and better radiotherapy techniques.

Conclusion: Our findings indicate that our MLP-GA hybrid algorithm can speed 
up diagnosis with higher accuracy rate than the individual patterns of algorithm.

Methods: In this study, we cross-compared the application of advanced 
artificial intelligence algorithms such as Logistic Regression, K-Nearest 
Neighbors, Discrete Cosine Transform, Random Forest Classifier, Support Vector 
Machines, Multilayer Perceptron, and Ensemble to diagnose BC metastasis. We 
further combined MLP with genetic algorithm (GA) as a hybrid method of 
intelligent analysis. The core data we used for comparison belonged to the images 
of both benign and malignant tumors collected from Wisconsin Breast Cancer 
dataset from the UCI repository.

Results: The application of several different algorithms to the collection of BC 
data indicated that these algorithms have comparable accuracy rate in detecting 
and predicting cancer. However, our hybrid algorithm showed superior accuracy, 
sensitivity and specificity compared to the individual algorithms. Two methods of 
comparison (Cross-Validation and Holdout) were applied to this study which 
produced consistent results.
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to some cancer cell populations with invasive and 
5

metastasizing capacity causing tumor malignancy.  
Metastasis is a biological hallmark of malignant 

6
tumors and the main cause of cancer mortality.  
Therefore, early detection can have extremely 
profound impact on overall patient outcome and 
survival.

BC is a systemic disease that may be treated via 
7

surgery and chemo- and radiotherapy.  Pathologically, 
a single factor alone cannot be attributed to BC, scince 
there are several factors that are proposed as BC risk 
factors including age, personal history, breast 

8pathology, family history, and genetic predisposition.  
Also, interactions between environmental and genetic 
factors can induce susceptible genes such as BRCA1 

9and BRCA2 to undergo mutation,  which in turn leads 
to tumorigenesis.

Current diagnostic methods of tumor metastasis 
are developed as preclinical and clinical assays. 
Preclinical assays are used in ex-vivo samples and in 
in-vivo mice and comprise lab tests/histopathology, 
non-invasive blood tests, small animal imaging, 
molecular genetic imaging, and circulating tumor 
cells. Approaches used to detect metastatic lesions at 
clinical levels include biomarker tracking, imaging 

10procedures, and circulating tumor cells.  In fact, a 
diagnostic test is considered complete when it can 

11achieve 100% sensitivity and specificity. None of 
these diagnostic methods meet this criterion and 
have not yet been successfully translatable from 
bench to bedside.

Some of these methods have been adopted for 
cancer diagnosis for more than 40 years. However, 
the biopsy-based histopathology is one of the most 
widely used methods to detect metastatic cells and 
classify cancer. Pathologists use histopathological 
images to accurately identify tumor cells. With this 
technique, they examine the microscopic structure of 

12
the patient's tissue.  Of note, this is the gold standard 
for the detection and diagnosis of micrometastases in 

13
tissues suspected to have tumor cells.  However, 
analysis of slides made from biopsies is a laborious 
task for a pathologist and requires sufficient time, 
remarkable skill and prudence. It is not an error-free 

14task and might leave small metastases un-detected.  
In comparison, computer-aided histopathological 
analysis can play an important role in the detection 

15and prediction of BC tumor cells.  In this case, the 
use of Artificial Intelligence (AI) algorithms is an 
attempt to improve speed and accuracy of diagnosis.

Several AI algorithms have been developed and 
applied to cancer detection. Logistic Regression 
(LR) is a statistical and mathematical procedure that 
explores data sets with one or more free variants that 
hold a result, whereas K-Nearest Neighbors (KNN) 
is a supervised machine learning method used to 
solve classification and regression problems. 
Decision Tree Classifier (DTC) works by separating 
images into parts of differing importance and 

Methods
In this study, we used data of digitalized 

pathologic images from Wisconsin Breast Cancer 
dataset [(https://archive.ics.uci.edu/ml/datasets/ 
Breast+Cancer+Wisconsin+(Diagnostic)] that 
included 357 benign and 212 malignant BC samples.  
We primarily reviewed the reports of the period 
2006-2019 on diagnosis and classification of images 
collected from cancer tissues based on various 
algorithms. Our review indicated that application of 
an ML algorithm alone has not been precise and 
successful in detection and prediction of diseases. 
Next, we used 7 standardized and widely used 
algorithms to classify BC on our samples for 
comparison. K-Nearest Neighbors (KNNs) that uses 
the probability of density estimation based on 
nuclear methods, and Decision Tree (DT) employed 
for pattern extraction were the first two algorithms 
we applied. Our third algorithm was Forest Tree (FT) 
and we used a collection of FTs to classify cancer 
patients. We entered a set of data to each FT so the 
algorithm could start learning. For prediction, we 
used a new set of data so the FTs could predict the 
outcome.

Logistic Regression (LR) was the fourth 
algorithm employed in order to segregate benign 
tumors from malignant ones. For this, we applied 30 
parameters as potential risk factors and compared the 
results using Receiver Operating Characteristics 
(ROP) in terms of the level of sensitivity and 
specificity. In MLP that simulates human brain 

16performance , we used Gradient-based Multilayer 
Perceptron neural network as an MLP type widely 
applied to BC diagnosis. The next algorithm we used 
was SVC(Support Vector Classifier) the kernel of 
which was used for the classification of polished data 

converts them into equivalent frequency coefficients. 
Random Forest Classifier (RFC) is another algorithm 
based on an ensemble learning method that creates a 
set of decision trees from randomly-selected subset 
of training set to aggregate votes and decide the final 
class of the test object. Support Vector Machines 
(SVM) is a supervised learning method that 
examines the data and sorts it into one of the two 
categories. Multilayer Perceptron (MLP), on the 
other hand, is a feed-forward artificial neural 
network that generates a set of outputs from a set of 
inputs. Finally, Ensemble techniques are machine 
learning techniques where more than one learner are 
constructed for a given task, and Multilayer 
Perceptron/Genetic Algorithm (MLP-GA) can more 
accurately detect tumor cells. Given that the 
individual use of AI algorithms may not lead to rapid 
and accurate detection of tumor cells, we attempted 
to cross-compare a number of these index algorithms 
in our study. We also combined MLP with genetic 
algorithm (GA) to create a hybrid pattern for boosted 
efficiency of detection.
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and enhanced precision of benign/malignant tumor 
diagnosis. After the basic algorithms, group learning 
algorithm was applied to develop a model of data 
classification with enhanced precision and 
performance compared to the basic algorithms.

Finally, in order to boost neural network 
algorithms such as MLP, we applied genetic 
algorithms (GAs) to add a new hybrid pattern of 
MLG-GA to individual algorithms. Indeed, we used 
GA to optimize initial weights in a neural network 
and determine optimal quantities of the parameters in 
both learning and detection processes of the system. 
We adopted two different strategies called Cross-
Validation and Holdout to our comparison studies. 
We applied 569 samples in each experiment and 
devoted 60% for learning, 20% for evaluation, and 
20% for the main tests. For this, we applied various 
criteria that included sensitivity, accuracy and 
specificity, True/False Positive Rates, Positive/ 
Negative Predictive Values, methods of data 
segregation, etc.

Results
Algorithms: an overview
Figure 1 shows a flow chart of the algorithms we 

Data collected from DT and FT showed, 
respectively, 93% and 97% accuracy. Logistic 
Regression predicted cancer with 96% accuracy, 
94% sensitivity and 95% specificity whereas MLP 
produced 95% accuracy. The accuracy figures for 
SVM and group learning were found, respectively, 
96% and 93%. Figure 2 compares the accuracy rates 
based on the Holdout approach.

Comparison of algorithms for their accuracy of 
diagnosis

Table 1 compares the performance of different 
algorithms using the Holdout strategy. Data achieved 
through KNN indicated that Gaussian Nuclear 
Density Estimation based on Euclidean distance 
detects cancer with 93% accuracy. 

applied in this study. It shows how our hybrid system 
is designed. We entered the data into our machine 
learning algorithms in 3 steps. In step one, basic 
algorithm was applied individually but in step 2 they 
were then used in groups. In step 3, we applied our 
hybrid system comprising of MLP and genetic 
algorithm (MLP-GA). The algorithms were 
ultimately evaluated for their performance in 
predicting the samples.

Table 1. Comparison of accuracy rates. 
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Figure 1. A schematic flow chart of the algorithms.

.Diagnosis of BC was compared in rates among various algorithms with Holdout approach.
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Comparison between these algorithms by the 
Cross-Validation strategy generated data that was 
nearly identical to those of the Holdout approach. 
This showed that the MLP-GA hybrid has the highest 
accuracy rate among all those algorithms used in our 
study (Table 2 and Figure 3). 

We employed boxplot in order to demonstrate the 
accuracy rate of our algorithms in classifying cancer 
data using cross-Validation. Figure 4 shows the 
outcome of the boxplot analysis in the distribution of 
accuracy rates for the validation of the algorithms. A 
boxplot was drawn for each figure of diagnosis 
algorithms. The results indicate that all algorithms 
have a range of the least distance between 86 and 100 
with an average of 94.
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Figure 2. Comparison of accuracy rates. Graph shows the percentage of accuracy for each algorithm using Holdout comparison 
approach. Each column represents at least two different comparison experiments carried out independently. 
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Figure 3. Comparison of accuracy rates. The graph shows the accuracy percentage for each algorithm using cross-validation 
comparison approach. Each column represents at least two different comparison experiments carried out independently.

Table 2. Comparison of accuracy rates.

0.93

0.93

0.92

0.95

0.93

0.96

0.94

0.997

0.01839

0.01282

0.01121

0.01204

0.01966

0.00966

0.01615

0.00015

LR

KNN

DTC

RFC

SVM

MLP

Ensemble

MLP-GA

AccuracyAlgorithm SD

25Abdollahi, et al. Arch Breast Cancer 2020; Vol. 7, No. 1: 22-28

Artificial intelligence for detection of BC Metastasis

Diagnosis of BC was compared in rates among various algorithms
with Cross-Validation approach. LR, Logistic Regression;
KNN, K-Nearest Neighbors; DTC, Decision Tree Classifier; 
RFC, Random Forest Classifier; SVM, Support Vector Machines;
MLP, Multilayer Perceptron; MLP-GA, Multilayer Perceptron/
Genetic Algorithm; SD, Standard Deviation. 



We next applied randomized search (RS) and grid 
search (GS) methods in order to optimize estimating 
parameters and improve our results as well as find 
those parameters that affect the learning process in 
parallel. Figure 5 shows the result of comparison and 
evaluation for each algorithm using RS and GS. 
These findings indicate that our hybrid algorithm 
MLP_GA has a superior performance in optimization 
and search for parameters effective in rapid diagnosis 
of cancer with an accuracy rate of 98%.

In this study, we used various algorithms for 
classifying BC datasets. In order to select the best 
algorithm, we applied the timing criterion and its 
complexity as an element for comparing multiple 
algorithms for problem solving. Table 3 shows the 
results of comparing execution time complexity 
within various algorithms. As shown in Table 3, the 
MLP-GA algorithm has higher performance in terms 
of time complexity and in classifying datasets. Its 
execution time reached 0.04 with an accuracy rate of 
98.3%.

We, therefore, used Confusion Matrix (CM) to 
show the overall performance of algorithms so we 
could evaluate their function or malfunction in the 
classification and diagnosis of datasets. Table 4 

compares the performance of various algorithms 
using CM. 

Hybrid algorithm MLP-GA with the highest level 
of accuracy and lowest deviation

The data indicate the high performance of our 
recommended algorithm MLP-GA so that its 
accuracy, sensitivity and specificity have reached, 
respectively, 98%, 98% and 94%. They also indicate 
that the algorithm MLP_GA has a superior 
performance and is capable of classifying all 
datasets.

We showed that our hybrid system has an 
accuracy rate of 99.7% which was the highest among 
all algorithms we studied (Table 2 and Figure 3).  
This system also showed a deviation rate of 0.00015 
disease prediction, the lowest rate compared to those 
of other algorithms we studied.

Discussion
Breast cancer is a malignant tumor with different 

phenotypes. We applied AI-based effective algorithms 
to breast tissue images and addressed the question of 
whether AI can help detect cancerous tissues and BC 
metastasis as a result. We particularly found that a 

Figure 4. Comparison of accuracy rates among algorithms in the distribution of accuracy rates in validating classification data.

Figure 5. Comparison of accuracy rate of algorithms for optimization and search for parameters effective in cancer detection
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combined algorithmic procedure of MLP-GA can 
more efficiently minimize errors of diagnosis.

All the algorithms we used to detect BC worked 
with reasonable accuracy and speed. However, they 
differ from one another in their composition and 
functionality. In order to benefit from their strength 
and enhance the efficiency of diagnosis, we created 
the MLP-GA hybrid algorithm that demonstrated 
maximum precision with minimum errors. Similar 
attempts have been already made to detect heart 

23-25
disease and Coronary Artery Disease.  In an 
elegant study, Mobadersany et al. applied their 
convolutional neural networks to combine histology 
images and genomic biomarkers into a single unified 
framework and showed that this hybridized system is 
superior to current procedures in predicting the 

26overall survival of glioma patients.  Belciug and 
Gorunescu applied a hybrid neural network/genetic 

Of the AI algorithms that we examined, ANN 
identifies patterns and processes that originate from 
the biological neural system and operates similar to 
the brain. ANN is comprised of a vast number of 
extraordinary interconnected processing elements 
called neurons that act in concert to solve a problem. 

16
It has been applied to BC detection  and risk 

18, 19assessment.  K-Nearest neighbors algorithm is a 
non-parametric method used for classification and 
regression. This approach has also been applied to 

20, 21BC detection.  Random Forest or Random 
Decision Forest is considered a supervised learning 
algorithm that builds a forest by accident. Accidental 
Forest makes several Decision Trees and then links 
them to produce more accurate and reliable 

22predictions. It has been applied to BC detection.

Our hybrid system, in line with the systems 
reported above, recommends precise therapeutic 
procedures for complex diseases, reduces errors in 
clinics and improves enrolment in clinical trials. 
Since AI technology is rapidly growing in medicine, 
it will practically address data sharing and privacy, 
the transparency of algorithms, standardization of 
data and cooperation in various operating systems. 
Our main objective in the near future is designing 
intelligent models for BC metastasis and image 
classification assisted by early diagnosis of cancer 
using AI particularly MLP.

In conclusion, our hybrid algorithm MLP-GA 
was found superior to our other algorithms in 
detecting BC incidence more reliably and accurately.
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